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សារគន្លឺះះ��
•	 រដ្ឋឋធម្មមនុុញ្ញញនៃ�ព្រះ�ះរាជាណាចក្រ�កម្ពុុ�ជាបានកំណំត់យ់កភាសាខ្មែ�ែរជា

ភាសាផ្លូូ�វការ។ ហេ�តុុនេះ�ះ ដំំណើ�ើ រការនៃ�ការរៀ�ៀបចំំឯកសារជា
ភាសាខ្មែ�ែរក្នុុ�ងទម្រ�ង់ឌីី ជីី ថលប្រ�កបដោ�យភាពត្រឹ� មត្រូ�វូមាន
សារៈ�សំខំាន់ណ់ាស់ស់ម្រា�ប់ក់ារអភិិ វឌ្ឍឍជាតិិ។ នាពេ�លបច្ចុុ�ប្បបន្នន 
វិ សិ័័ យសាធារណៈៈនិ ង ឯកជនកំពុំុងជួបួការលំំបាកក្នុុ�ងការរៀ�ៀបចំំ
ឯកសារជាភាសាខ្មែ�ែរនៅ�ក្នុុ�ងទម្រ�ង់ឌីី ជីី ថល ដោ�យសារ
បច្ចេ�េកវិ ទិ្យាាស្គាា ល់ត់ួអួក្សសរខ្មែ�ែរនៅ�មានកម្រិ� តនៅ�ឡើ�ើយ។

•	 កម្មមវិ ធិីីស្គាា ល់ត់ួអួក្សសរខ្មែ�ែរ ដែ�លមានស្រា�ប់ ់បានបង្ហាា ញនូូវឧបសគ្គគ
ជាច្រើ��ើ នជាមួយួតួួអក្សសរខ្មែ�ែរ ដោ�យមានកំំហុុសក្នុុ�ងការស្គាា ល់់
តួអួក្សសរខ្មែ�ែរ ដែ�លជាហេ�តុុនាំឱំ្យយមានផលប៉ះះ�ពាល់ដ់ល់ប់្រ�សិ ទ្ធធភាពនៃ�
ការរៀ� ៀបចំំឯកសារជាទម្រ�ង់ឌីី ជីី ថល។ វិ ិធីី សាស្ត្រ�រកែ�តម្រូ�វូ 
បន្ទាា ប់ព់ីីដំ ំណើ�ើ រការទទួលួស្គាា ល់ត់ួអួក្សសរ បានធ្វើ�ើ� ឱ្យយភាពត្រឹ�មត្រូ�វ
នៃ�ការធ្វើ�ើ� ឌីី ជីី ថលអត្ថថបទជាភាសាខ្មែ�ែរកាន់ត់ែ�មានកម្រិ�ិ តខ្ពពស់់
រហូូតដល់់ ៩៣,៤% - ៩៦,៤%ដែ�លគួរួឱ្យយកត់ស់ម្គាា ល់។់

•	 ដំំណោះ�ះស្រា�យ ដែ�លបានរៀ�ៀបចំំឡើ�ើងនេះ�ះ អាចបញ្ចូូ�លទៅ�ក្នុុ�ង
ប្រ�ព័័ន្ធធគ្រ�ប់គ់្រ�ងឯកសារដែ�លមានស្រា�ប់ ់ដោ�យមិិនចាំបំាច់ត់ម្រូ�វូ
ឱ្យយមានការផ្លាាស់ ់ប្តូូ� រហេ�ដ្ឋាា រចនាសម្ព័័�ន្ធ ធច្រើ��ើ នពេ�កនោះ�ះទេ�។ 
ស្ថាាប័័ នរដ្ឋឋ និិ ងឯកជនអាចបញ្ចូូ� លឯកសារជាភាសាខ្មែ�ែរក្នុុ�ង
ប្រ�ព័័ន្ធធឌីី ជីី ថលបានប្រ�កបដោ�យប្រ�សិទ្ធធភាពខ្ពពស់ជ់ាងមុន។
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Background 
The conversion of an image of handwritten or typewritten 
text into machine-encoded text, which is called optical 
character recognition (OCR) (Cheriet et al., 2007), is 
widely used in fields of office automation and information 
retrieval such as capturing data from invoices, bank 
statements, health record papers, and legacy documents 
(Singh et al., 2012). Unlike English, Japanese, Chinese, 
and others, the OCR for the Khmer language is still 
limited. Neither the availability is so wide, nor the 
accuracy is so high. It is because of the complexities 
of the Khmer writing system and the lack of research 
related to the Khmer OCR. There is no word delimiter in 
Khmer text, and some characters are written cursively. 
Furthermore, in one line, there can be five levels of 
character (1 baseline level, two superscript levels, and 
two subscript levels). There have been some researches 
so far focused on the Khmer OCR. The researchers have 
improved some parts to make the whole Khmer OCR 
better. Sok (2014) describes the use of a support vector 
machine (SVM) based classification method on Khmer 
Printed Character-set Recognition (PCR) in a bitmap 
document. The paper proposed one new method, SVM, 
for the Khmer character classification system by using 3 
different SVM kernels (Gaussian, Polynomial and Linear 
Kernel) on data training and recognition to find out the 
best kernel for the Khmer language. LengIeng & Ahmed 
(2015) presented the complete OCR system for the 
Khmer language by demonstrating four main processes 
of the system such as pre-processing, segmentation, 
recognition, and mapping. However, the accuracy of an 
OCR system could also be increased after all of these 
stages are finished, which is called the post-recognition 
stage, by correcting the wrong characters in the output 
text. In this paper, we proposed a method to correct 
the wrong Khmer characters after being recognized by 
an OCR system based on the whole words, and we also 
conducted an experiment to measure the accuracy.

Literature Review
Several recent works on the pre-processing and 
recognition stages of the Khmer OCR were carried 
out. A multi-feature extraction method was proposed 
by Vanna & Wataru (2011), which used Scale Invariant 
feature transform and fourier transform descriptors. 
The experiment of this method with 1,104 words taken 
from 2 newspaper documents showed that the accuracy 
as of 97.4%. An approach to line segmentation for the 
Khmer OCR was conducted by Sok et al. (2012). The 
author proposed a method to segment printed text 
document images into text lines based on the topological 
assumption that for each text line, there is a path or 
white gap from left to right, which separates those text 
lines. The proposed method achieved 95 and 96% of line 
segmentation for Khmer typewritten and handwritten 
documents, respectively. In the same year, the use of 
edge detection and template matching for Khmer printed 
character segmentation and recognition was proposed 
by Setha (2012). With this method, the author used only 
one font named Khmer OS Content with a specific size 
in the experiment. 

The result of the work was around 98% of the 
accuracy. Since the Khmer language does not have a 
word delimiter, word segmentation is also one of the 
challenges. Bi & Taing (2014) proposed a method for 
Khmer word segmentation based on bi-directional 
maximal matching. The result of this research was 98.13% 
accuracy for 1,110,809 Khmer characters, which was 
about 160,000 words. In the post-recognition stage of 
the OCR, many researchers focused on error correction, 
but none focused on the Khmer OCR. Bassil & Alwani 
(2012) proposed a new post-recognition method for OCR 
error correction based on the “Did you mean” spelling 
suggestion feature of Google’s online search web engine. 
The algorithm starts by chopping the OCR text into 
several tokens of words and sends it as a search query 
to Google’s search engine. In case the query contains a 

Key Messages
•	 The Constitution of Cambodia establishes Khmer as the official language, making accurate digital processing of 

Khmer documents crucial for national development. Limitations hinder current digital transformation efforts 
in both public and private sectors in Khmer text recognition technology.

•	 Existing Optical Character Recognition (OCR) tools show significant limitations with Khmer script, with common 
character recognition errors affecting document processing efficiency. Our post-processing correction method 
improves Khmer OCR accuracy from 93.4 to 96.4%, representing a significant advancement in Khmer text 
digitization.

•	 The proposed solution can be integrated into existing document management systems without requiring 
extensive infrastructure changes. Government agencies and private organizations can achieve higher efficiency 
in document digitization while maintaining Khmer language integrity.

•	 Government institutions should prioritize the adoption of improved Khmer OCR systems to enhance public service 
delivery. Investment in Khmer language digital tools will support Cambodia’s digital transformation goals while 
preserving its linguistic heritage.
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Figure 2: Multi-cluster word error

Figure 1: Irregular order problem

misspelled word, Google will suggest a possible correction 
via its “Did you mean” feature. The experiment revealed 
an error detection and correction improvement of 690% 
for English text and 403% for Arabic text. In other words, 
6.9 times more English errors and 4 times more Arabic 
errors were detected and corrected. Thus, most of the 
researchers stated above tried to increase the accuracy 
of an OCR only in the pre-processing and recognition 
stage. Since actually it can also be increased in the 
post-processing stage, the paper proposes a method to 
increase the accuracy of the Khmer OCR after it was 
recognized.

Methods
This paper proposes a method to correct the wrong 
recognized Khmer characters. Primarily, the method 
consists of 2 main modules: error detection and error 
correction.

Error Detection
In the Khmer language, it is a major challenge to detect 
error words inside the text because of the complexities 
of the writing system. The text is written continuously 
without word delimiter, and some characters stand in 
irregular order positions. It means that the way of writing 
is in contrast with the way of spelling.

This rule can cause problems when this kind of 
character is recognized wrongly. The problem is that it 
does not only cause its own word error but also causes 
a neighbor’s error.

In Figure 1, the consonant “រ” belongs to the first 
word. But when it was recognized wrongly to the vowel 
“េ”, it was moved to the second word according to the 
special ordering rule of Khmer characters. So, it causes 
the second word error.

In another case, a Khmer word consists of one or more 
consonantal clusters (Hok, 2005). When a character of a 
cluster is recognized wrongly, it can break one original 
word into multiple words.

In Figure 2, the consonant “ម” was recognized 
wrongly as “ប”. This breaks the original word into 3 
words, where the middle one is considered an error.

Therefore, it is a bad way to detect only a single error 

Figure 1: Irregular order problem

Figure 2: Multi-cluster word error

Table 1: Word indicated numbers

Indicated No Description Example

-1 Error word រដ្ធធ

0 No previous and next 
word កម្ពុុ�ជរដ្ឋឋ

1 Has next word រដ្ឋាា  => រដ្ឋាា ភិិបាល

2 Has previous work រដ្ឋឋសភា => វិមិានរដ្ឋឋសភា

3 Has previous and next 
word រដ្ឋឋ => ពលរដ្ឋឋខ្មែ�ែរ

word and try to correct it. In this method, we will detect 
both a single error word and its appropriate neighbors 
together as we call it a suspect error area (SEA). The 
module is divided into three steps: word segmentation, 
SEA detection, and SEA minimization.

Word Segmentation
We will use the algorithm proposed by Bi & Taing (2014) 
using maximal matching, but we will modify some 
indicated numbers of each word as shown in Table 1.

SEA Detection
We will detect a suspect error area by checking neighbors 
of an error word. To the left side, neighbors are included 
in SEA if they have the next word (indicated number 1) or 
both the previous and next word (indicated number 3). 
To the right side, neighbors are included if they have the 
previous work (indicated number 2) or both the previous 
and next word (indicated number 3). 
Let’s say sentence S consists of a list of words w:

S = w0…wk…wn

Where wk is an error word (indicated number -1), then the 
suspect error area SEA is:

SEA = wi…wk…wm

Where:
- i ≥ 0 and m ≤ n
- wi has indicated number 1, or 3 for i = 0
- wi+1, …, wk-1 has indicated number -1 or 3
- wk+1, …, wm-1 has indicated number -1 or 3 
- wm has indicated number 2, or 3 for i = n.

SEA Minimization
Since the error words from an OCR is a kind of machine 
error, most of the same error words would come from the 
same original words. Therefore, after SEAs are generated, 
we can minimize them to perform faster correction. 
For suspect error area SEA and SEA’

SEA = w0…wn
SEA’ = w’i…w’k
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where i ≥ 0 and k ≤ n
If - w’i…w’k = wi…wk
- w0, …, wi-1 and wk+1, …, wn are all correct word 

(indicated number > -1).
Then we could minimize SEA to:

SEA = wi…wk

Error Correction
In this module, we propose a semiautomatic method 
to correct the errors by generating suggested words of 
each error word, and asking user to choose the correct 
one. The method is divided into 3 steps: generating 
a candidate word, generating suggested words, and 
selecting a correct word.

Generating a Candidate Word
Since one SEA can consist of one or more words, and 
one word can consist of one or more clusters, we 
need to generate it into a single candidate word to 
find its suggestions. In (Bi & Taing, 2014), a candidate 
segmentation was generated by combining accumulated 
clusters and follow the maximal matching rule. Similarly, 
our algorithm also uses this concept to build a candidate 
word.

Generating suggested words
Damerau (1964) stated that 80% of all spelling errors are 
the result of four rules: (1) transposition of two letters; 
(2) one letter extra; (3) one letter missing; and (4) one 
letter wrong. With these kinds of errors, (Peterson, 
1980) addressed the basic algorithm by (1) interchanging 
one character to another; (2) deleting one character; 
(3) inserting one character; and (4) substituting one 
character.

However, since the error words are the output from 
OCR, we can focus only on the wrong character rule. The 
algorithm is that, from a candidate word, one candidate 
character is selected to be substituted with others 
which have similar font shape defined in a character 
similarity matrix (Figure 3). Then if the word exists in 
the dictionary, it is considered as one suggestion. The 

order of the suggested words depends on the order of 
the replaced characters from the matrix.

The character similarity matrix, in Figure 3, stores all 
single Khmer characters with its correspond similar ones. 
The first column lists all Khmer candidate characters 
sorted by how often OCR recognizes them wrongly. The 
next columns list characters which have a similar font 
shape to the candidate character in the first column. The 
matrix is initially defined by human looking on how one 
character looks similar to others. Therefore, it would not 
be so fit with specific OCR system. For example, one OCR 
system often recognizes wrongly character “ក” as “គ” 
while another recognizes “ក” as “ត” the most.

To improve this, the algorithm will keep the matrix 
updated continuously by investigating when user selects 
one of the suggestions.

Figure 3: Character similarity 
matrix

Figure 3: Character similarity matrix

Table 2: Error words from the OCR

Type of error 1-character 
error

2-character 
error Total

Transposition error 0 18 18

Extra-character error 5 0 5

Missing-character error 15 0 15

Wrong-character error 97 0 97

Other error 31 31

Total 117 18 166

Table 3: Error words after corrected

Type of error 1-character 
error

2-character 
error Total

Transposition error 0 18 18

Extra-character error 5 0 5

Missing-character error 15 0 15

Wrong-character error 20 0 20

Other error 31 31

Total 40 18 89

Figure 4: OCR accuracies comparison

Figure 4: OCR accuracies comparison
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Selecting a word from suggestions
Since the algorithm is semiautomatic, the user choose a 
word from the suggestions. However, some error words 
may not be found for their suggestions. In this case, the 
algorithm will ask the user to input the correct word, and 
this word will be stored for finding error and generating 
suggestions in the next correcting tasks.

Finding and Results
Experiments are conducted on 5 articles from 5 online 
newspapers which totally contain 2,496 words and 10,604 
characters. We use a Tesseract OCR system proposed by 
Bunthom (2015) to recognize. Table 2 shows the statistics 
of error words produced by the OCR system. There is 
total 166 error words where most of the errors caused 
by OCR recognized wrong characters (58.43%), and each 
error word caused by only one wrong character. 

With this statistic, it is suitable to apply our method 
to correct the errors. By using our method, we got the 
result as shown in Table 3. For the wrong-character 
error words, the proposed method corrected 77 among 
97 equals to 79.38%. This result does not include words 
which manually input by user.

This correction improved the accuracy of the selected 
OCR system as shown in Figure 4. As an average, the OCR 
accuracy was improved from 93.35% to 96.43%.

Conclusion and Policy Implication
This paper presented a new post-processing method 
to detect and correct the wrong recognized Khmer 
characters from an OCR system. The method starts 
by defining suspect error areas and corrects those 
using character similarity matrix. Since the most error 
words from an OCR system caused by wrong recognized 
characters, the algorithm is suitable to improve the 
accuracy. However, from the experiments, we got only 
79.38% for correcting the wrong-character error words. 
The problem is that, while recognizing, some combined 
characters were recognized into only one character and 
vice versa. Therefore, the proposed method cannot 
find suggested words since the character similarity 
matrix stores only single characters not combined ones. 
As further research, the proposed algorithm can be 
improved by extending the character similarity matrix to 
support one-to-many character similarity and vice versa. 
The expected OCR accuracy would be higher since most 
of the wrong-character error words will be corrected.
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